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ABSTRACT
Diversity and fairness are increasingly linked in the field of person-
alized recommendations. For instance, the diversification of items
("item diversity") is considered key to fairness. Less attention has
been paid to "user diversity" and its implications for fairness. In
this paper, I problematize the conceptualization and application
of user diversity in recommender systems. I argue that the wide-
spread understanding of user diversity as natural, value-neutral, and
individual-level categories may accidentally compound historical
injustice. To mitigate emerging biases, diversity dimensions need
to be contextualized by mapping structural inequalities between
users. The paper thus stresses the importance of paying attention
to the structural context of diversity, whereas the context refers to
political and social circumstances surrounding the user’s life. The
paper makes three contributions: 1) It connects fairness to diversity
literature in the field of recommender system, 2) it specifies the
tension between item-side and user-side fairness by revealing a
bias in the treatment of user diversity, 3) it proposes solutions to
mitigate the bias by drawing on Black feminist and critical race
theory.

CCS CONCEPTS
•Computingmethodologies→Machine learning algorithms;
• Social and professional topics→ User characteristics; • Infor-
mation systems→ Social recommendation.
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1 INTRODUCTION
Diversity and fairness have received increased attention in the
field of personalization and recommendation (especially in the
FairUMAP workshops). The two concepts are related. For instance,
a diversification of recommended items is considered key to fairness.
One example is the recommendation of search results. Presenting
a diverse range of sources and representations of race and gender
will increase justice towards populations that have previously been
rendered invisible [47].

Initially, diversity in recommendations was a question of user
satisfaction (we don’t want to recommend the "same old" items [43]).
Plus, diversity was used as a strategy to "optimize the chances that
at least some item pleases the user" [9, p. 883] given the uncertainty
about users’ actual preferences. In this vein, methods such as re-
ranking were developed "to achieve a balance between diversity
and accuracy." Yet today, diversity is increasingly considered in
fairness-related efforts [56] and re-ranking is a tool to right wrongs
in a recommender model.

This paper deals with the relationship of diversity and fairness
from a social justice point of view (not a user satisfaction point of
view). Reviewing literature in the field, I investigate how diversity
is leveraged in recommender systems and evaluate the implications
for fairness from a Black feminist perspective. The paper finds that,
while item diversity may be an effective tool to increase fairness,
the way researchers in the field currently leverage "user diversity"
compromises these efforts. In particular, I argue that a naive employ-
ment of user diversity models may compound previous injustices.
Concern arises especially from the common understanding of diver-
sity categories (gender, age, education, skills, practices, personality)
as neutral, individual-level characteristics.

Black feminist theory helps verbalize these concerns. The theory
is well suited to this analysis because it provides the vocabulary
and methods to reveal structural inequalities, which are obscured by
mainstream diversity concepts and rhetoric. Section 2 specifies our
method and highlights the theoretical underpinnings of Black fem-
inist theory. In Section 3, I tentatively relate diversity and fairness.
In Section 4, I provide background information on the differences
between item and user diversity. To elaborate the main argument,
Section 5.1 provides a critique of "user diversity." A hypothetical
use case in 5.2 better illustrates the mentioned concerns for fairness.
Following my critique, I offer tentative solutions for the handling
of user diversity concepts. Section 6 proposes to contextualize user
diversity by mapping users’ experiences of privilege and oppres-
sion in a given diversity dimension, and section 7 offers tangible
recommendations to system designers.
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2 METHODOLOGY AND THEORY: A BLACK
FEMINIST APPROACH TO FAIRNESS

For the critical analysis of the relationship between diversity and
fairness in recommendations, I first conducted a literature review
of how researchers and designers in the field understand "diversity."
The papers were selected by a keyword search in the ACM Digital
Library and Google Scholar, combining the keywords "diversity,"
"personalization," and "recommendation." From there, I searched
the references of the papers for further material. To ensure that
the analysis is up to date, I further included 73 full papers from the
ACM conference on User Modelling and Adaptive Technologies
(UMAP) 2020 and the ACM conference on Recommender Systems
(RecSys) 2019.

Then I reviewed the concept "diversity" from a (US-centric) Black
feminist perspective. Black feminism is a critical social theory [11]
that has long dealt with questions of diversity from a social justice
perspective. Contrary to other theories of social justice, which
attend to fairness from a single axis lens, Black feminism advances
an intersectional perspective. Intersectionality renders visible the
existence of double or multiple converging forms of oppression
that shape the lived reality of Black women [18]. These intersecting
forms of oppression exist not just in the physical world. Algorithmic
bias and discrimination disproportionally affects Black women [5,
7, 47].

According to a Black feminist vision of "fairness," societal and
technological systems must render visible and dismantle oppression
and structural inequalities between social groups [5, 14]. Contrary
to common perception, this does not necessarily mean equality
of opportunity or equal treatment [17, 1346]. Due to historically
grown discrimination, society does not represent a level playing
field. Algorithms may compound prior injustice "by carrying it
forward into another domain" [33, p.828]. Fairness thus means that
a system dismantles oppression and prevents the compounding of
prior injustice.

3 DIVERSITY AND FAIRNESS
Diversity has both a conceptual and a normative component. Con-
ceptually, diversity refers to the difference of many “things.” Nor-
matively, diversity is linked to discussions of multiculturalism and
pluralism [64, p. 39] but also calls for inclusion and justice: here,
diversity is debated in terms of belonging, equal access to resources
or matters of recognition [27].

Fairness refers to the equal treatment of human beings. Rawls
1971 [51] stresses that people should have equal opportunities,
while inequalities resulting from different levels of talent and capa-
bilities must be mitigated. However, this account of fairness may
not hold in real life because it neglects (historical) discrimination
that leads to an asymmetric playing field. New accounts of fairness
should thus correct for historical injustice [17, 33].

In the field of recommender systems, diversity and fairness are
linked. On the one hand, researchers invoke diversity’s normative
quality by referring to diversity as a moral imperative. Ekstrand,
Burke, and Diaz 2019 [22] stress that the legacies of historical dis-
crimination may influence recommendations, which has implica-
tions for different groups of users. Definitions of fairness in rec-
ommendations thus build on notions of moral diversity, such as

inclusion, non-discrimination, and justice. According to Sacharidis
2020 [53], "fairness means that the system exhibits certain desirable
ethical traits, such as being non-discriminatory, diversity-aware,
and bias-free" [p. 313].

On the other hand, conceptual diversity is leveraged to develop
fairness-aware methods. The diversification of items (through re-
ranking) is a prominent approach to increase fairness in recom-
mender systems [57]. Diversity from a fairness perspective wants
to increase the number of different items that are recommended to a
user, especially in a way that benefits protected classes as producers
of items [22].

Finally, some works consider diversity among users in fairness
endeavors [8, 29, 40]. The focus here is on the performance of
recommendations for different groups of users. This is an important
new avenue. Especially Burke’s 2017 [8] "multi-sided" fairness hints
to a tension between item-side fairness and user-side fairness, which
is further explored in this paper.

4 ITEM DIVERSITY VS. USER DIVERSITY IN
RECOMMENDER SYSTEMS

In order to further clarify the tension between fairness on the
item side and fairness on the user side, let us first consider the
diversity of items and users in detail. Research that explicitly deals
with diversity in the field of recommender systems mostly refers
to a) item diversity and b) personalizing the level of diversity in
item recommendations. "Diversity" is considered the dissimilarity
between items in an item pool [37]. Castells, Hurley, and Vargas
2015 [9] provide a formal definition: "Diversity generally applies
to a set of items and "pieces," and has to do with how different the
items or pieces are with respect to each other" [p. 884].

Eskandanian and Mobasher 2020 [24] differentiate between indi-
vidual diversity and aggregate diversity. Whereas aggregate diver-
sity promotes a wide coverage of different items from an item pool
(and thus mitigating a possible popularity bias that favors the rec-
ommendation of popular items), individual diversity describes the
variability of items recommended to a user. On the individual level,
diversity is also adapted to user’s individual diversity tolerance
(maximum variety vs. feeling overwhelmed [25]).

User diversity is considered rather implicitly in recommender
systems and refers to information about the user. Since information
about users is mostly gathered through implicit feedback (user-item
interaction), the interactions of users with items can be diverse.
Diversity in user-item interaction can be leveraged to build sub
profiles or style profiles of users [36]. However, Burke 2017 [8] as
well as Sacharidis, Mukamakuza, and Werthner 2020 [54] raised
awareness about the difficulty to predict diverse user preferences
based solely on implicit feedback. This difficulty is amplified in cold
start scenarios.

Research increasingly deals with the diversity of users beyond
implicit feedback. Frolov and Oseledets 2019 [28] propose combin-
ing user-item interaction and additional user attributes to improve
the quality of recommendations. Costa and Dolog 2019 [16] propose
a context-aware recommendation model that focuses on temporal
aspects to contextualize user preferences. Dudzik et al. 2020 [21]
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also stress the importance of contextualizing the user, e.g. observ-
ing their individual emotional reactions to videos, which may be
triggered by personal experiences and activated memories.

Hence, we see a shift in attention from item diversity or user-
item diversity to user diversity. While item diversity as a tool to
build recommender systems and increase their fairness still domi-
nates the field, emerging perspectives are interested in "What’s in
a user?" [44]. This is a welcome shift as recommender systems may
become more human-centric. However, some risks emerge for the
fairness of a system.

5 HOW "FAIR" RECOMMENDER SYSTEMS
RISK COMPOUNDING PREVIOUS
DISCRIMINATION

By now, it has been established that technology can reinforce ex-
isting structures of inequality (see works on data and algorithmic
bias [5, 7, 47]). This section highlights a similar bias, which results
from the way that user diversity categories are used in the design
of recommender systems.

5.1 User Diversity in Recommender Systems -
Challenges

The field of personalized recommendation draws on a series of
diversity dimensions that describe types or groups of users. A pre-
liminary mapping of diversity in two ACM conferences (RecSys
2019 and UMAP 2020) reveals 7 dimensions of diversity (see Table
1). Users are considered diverse in their demographics (e.g. age,
gender, occupation), psychology (including personality and affect),
physiology, culture, skills, social practices, and relationships. An
additional area of diversity relates to specific functional preferences
or preferences in the realm of user-computer interaction (e.g. how
much transparency or control users wish to have over a system [44]).
This area, however, was not documented because it appeared less
relevant to the research question.

A bias may emerge from the way that these categories are under-
stood and leveraged in the development of recommender systems.
In particular, three problems have implications for fairness. First,
the diversity categories are treated as self-evident, natural, and
value-neutral. Second, diversity categories are employed with little
theoretical foundation and reflection of the social construction of
diversity categories. In other words, what is missing in respective
research is a written section that not only specifies the diversity
concept but briefly lays out its origins and premises, and reflects
possible implications of the diversity concept when applied within
a recommender model. Third, the diversity of users is considered
on an individual rather than a structural level. These three short-
comings usually occur simultaneously and are connected to each
other. A number of examples exist:

• [13] study the effects of culture on users’ interaction with
picture passwords. The authors make transparent why they
believe that "culture" is relevant to the subject but the authors
take for granted that culture can be divided into "Eastern
vs. Western"; in this case, the readers (and authors) may
benefit from further theorizing the meaning of culture and
how culture can be operationalized in a system [13, p. 44].

• [23] explore the "diversity" of students and speak of "student-
level characteristics" and "differences in prior knowledge" [p.
66] yet it remains unclear what "student characteristics" and
"knowledge" entail; how are these concepts operationalized
to produce (fair) recommendations?

• [44] explore the relationship of "personal characteristics"
and preferences for explanations in music recommender sys-
tems. Although the authors define personal characteristics
[p. 174], it remains unclear why this particular combination
of diversity features is more relevant than others

• [3] and [41] optimize services for users on the autism spec-
trum by drawing on users’ (dis)abilities as a diversity dimen-
sion; while these efforts are important to increase access
and fairness for impaired users, the authors remain vague
as to their conceptualization of disability and thus, in an
unfortunate scenario, may risk reinforcing static ideas of
"disability"; the cause could benefit from further reflection
on disability, e.g. a specification whether authors adopt a
social or biological/medical model of disability [30] and the
implications of such a decision for the recommender model

• Another example is the common use of the Big Five per-
sonality model without reflecting its origins, premises, and
implications for the particular use case [1, 55, 59]; while the
personality model may be popular and widely respected, it
may nevertheless require contextualization in a particular
use case

• In one example [59], the authors nicely lay out the demo-
graphic and psychological user characteristics (age, gender,
personality) in their study on the perception of serendipity
[p. 270]. While this extensive reflection of diversity dimen-
sions can be considered a best practice case, concerns arise
from a lack of awareness of users’ differences due to social
status. How do societal structural dynamics (such as gen-
der inequalities) shape the experiences and preferences of
users? Might financially strained elderly female users have
different preferences for serendipity than female users who
are comfortably situated? Here, social context matters and
even within diversity categories, intersectional experiences
may result in divergent preferences

The above examples were chosen to illustrate the difficulty of
picking, operationalizing, and justifying diversity concepts in the
development of computer models. Although attending to the diver-
sity of users in the first place is commendable, risks emerge from a
superficial treatment of diversity. Diversity concepts do not origi-
nate in a vacuum. They are socially constructed through discourse
and practices [32]. They are embedded in a given political and social
context that determines what these diversity categories "do." For in-
stance, diversity concepts (e.g. race, gender) can be used to establish
hierarchies and a particular social order, where some groups are
privileged and some are oppressed [11]. Hanna et al. 2020 [31] have
argued that the widespread understanding of race as an individual
descriptor rather than a system impedes fairness efforts in machine
learning. I pick up this line of argumentation and argue that the
way we currently leverage user diversity in recommender systems
may impede fairness. The following hypothetical use case better
illustrates this argument.



UMAP ’21 Adjunct, June 21–25, 2021, Utrecht, Netherlands Laura Schelenz

Table 1: Concepts of user diversity in the field of personalized recommendations

Diversity dimensions Diversity of users Sources
Demographics Geographical location, age, gender, occupation

[28, 46, 50, 58, 59, 66]
Psychology Personality, psychology, cognition, emotions, affect

[1, 39, 55, 59, 60]
Physiology Physiology, heart rate, stress levels, physiological reactions

[38, 65]
Culture Sociocultural background, culture, language

[13, 48]
Skills/Experience Skills, abilities, cognitive abilities, performance of different

tasks, mental health, mental capabilities, knowledge, experi-
ence

[3, 4, 6, 23, 34, 41, 49, 52,
62]

Social practices Interests, activities, practices
[35, 58]

Relationships Social relations, social interactions
[16, 26]

5.2 Hypothetical Use Case: Educational
Diversity and Historical Discrimination

A public broadcasting website suggests documentaries to users. The
pool of documentaries ranges from sports, nature, and travel to his-
tory, science, and politics. It includes diverse producers and featured
groups within its pool. Rather than relying solely on user-item in-
teraction, the system takes into account the "real" diversity of users.
Diversity is understood as educational level (high school diploma,
associate’s degree, bachelor’s degree, master’s degree and doctorate
- which is asked when users create an account). The designers of the
system assume that education is an indicator of preferences for doc-
umentaries: highly educated users are considered more interested
in scientific documentaries rather than sports.

In this example, user diversity is explicitly considered in the
process of designing a recommender system, contrary to classic
collaborative filtering. Whereas the system "only" recommends
documentaries, it adds to extra-institutional education for viewers
and can inspire them to adopt interests or role models from the
documentaries. In the absence of formal educational opportunities
for marginalized groups (e.g. due to costs), recommendations for
scientific documentaries can become an issue of social justice.

On the item side, diversity/fairness is achieved by including doc-
umentaries produced by or featuring diverse groups. On the user
side, however, previous race and gender disparities in educational
opportunities [20] may result in recommendations of scientific
documentaries to mostly privileged groups. The bias has emerged
because designers considered user diversity as individual-level cat-
egories that are detached from larger social relations. They ignored
the fact that members of different groups have different starting
points that determine their chances to access the same resources.
Because of historical discrimination (e.g. Jim Crow in the United
States), marginalized groups (especially Black women) have not
gained the same level of education as Whites and males. The lega-
cies of such discrimination materialize today in a smaller number
of Black women in science and higher education [10].

Although the scenario itself is set up to incorporate biases (e.g.
designers are said to treat education as indicator of preferences),
the potential for unfairness emerges primarily from the treatment

of diversity dimensions as individual-level characteristics rather
than structural ones. The point of the scenario is then to illustrate
a particular form of bias, namely the compounding of previous dis-
crimination. The hypothetical use case reveals that fairness goals
require closer attention to the way we conceptualize and utilize
diversity categories. While diversity as a tool to achieve fairness
on the item side may be effective, unfairness on the user side com-
promises item fairness.

6 CONTEXTUALIZING USER DIVERSITY:
LOOKING AT PRIVILEGE AND OPPRESSION

In order to avoid compounding previous injustices in society via
recommender systems, user diversity must be leveraged in a way
that considers and dismantles structural inequalities (cf. Section
2). The first step to achieve this goal is to contextualize user diver-
sity dimensions. Any diversity dimension (gender, race, education,
disability, social practices etc.) involves a structural context that
mainstream diversity discourses often neglect. This context relates
to political and social circumstances that determine how different
members of society fare in this society. Black feminist and critical
race scholars have pointed particularly to structural differences
(inequalities) in society, which materialize in people’s different
experiences of oppression and privilege [2, 11, 17, 18]. Contextu-
alizing user diversity dimensions then means understanding and
attending to users’ different levels of privilege and oppression in a
given political and social context.

Oppression refers to a situation, where "systematically and over
a long period of time, one group denies another group access to the
resources of society" [11, p.4]. The Black Feminist concept intersec-
tionality highlights the multiple, converging forms of oppression
that for instance Black women face [15, 18]: they are affected by gen-
der configurations and race hierarchies, as well as heteronormative
and classist value systems.

Privileges are the often unnoticed or taken for granted advan-
tages that a group holds. McIntosh 1988 [42] offers an account of
"white privilege" which renders visible the unearned advantages
that white people experience, such as being sure that neighbors
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will be neutral or pleasant to them or that media productions fea-
ture people who look like them [p.4]. Oppression and privilege
are dynamic. Whether a social group is oppressed depends on the
so-called "matrix of domination" [11, p. 227f], which describes the
particular organization of oppression in a society. This can be dif-
ferent from one location to another.

In order to reveal the structural context of a diversity dimension,
I propose to map users’ experiences of privilege and oppression
within a diversity category. Wong-Villacres et al. 2018 [61] have
conducted such an exercise in a development project using ICT in
the Global South. They unpacked the degrees and forms of "penal-
ties" and "privileges" that their beneficiaries experience. First, they
reviewed their (ethnographic) data and found common themes or
subjects that shape users reality. Then, they produced narrations of
the life circumstances and socio-economic dynamics experienced
by the users. Finally, they identified points of intervention, where
the technology can alleviate penalties.

In the hypothetical use case (see Section 5.2), our diversity di-
mension was education. Fairness efforts were compromised because
the designers picked educational "degree" as a diversity dimension.
They did not take into account that the educational system in the
USA does not afford everyone the same opportunity to gain a de-
gree of higher education. To mitigate the bias, designers could map
the privileges and oppression of groups of users in primary, sec-
ondary, and tertiary education by studying critical race and feminist
works on (higher) education, e.g. [19, 45]. This contextualization
can help reiterate the choice of diversity dimensions and better
reflect implications for the recommender model. Based on their
new insights, designers may decide to refrain from using "degree"
to operationalize educational diversity. They may also become in-
spired to question the premise that education indicates preferences
for scientific documentaries. Finally, they may decide to deliber-
ately leverage recommendations to mitigate the oppression they
mapped.

Following Wong-Villacres et al. 2018 [61], there is potential in
ethnographic studies of user groups to understand their needs and
preferences. Similarly, participatory approaches are appropriate
design methods to understand the specific experiences of privi-
lege and oppression of affected user groups. Designers may seek
access to so-called identity groups (e.g. refugees, Muslims, trans-
gender women, Latinx) and conduct focus groups with members of
these groups or expert interviews with NGO workers representing
these groups to understand group members’ experiences with the
educational system.

Having said that, thinking of users in terms of identity groups
has its limits. After all, a Black feminist intersectional lens high-
lights differences within identity groups depending on a person’s
position at the intersection of multiple oppressive systems. Further-
more, thinking of users as members of identity groups can have an
essentializing effect [63]. Nevertheless, from a social justice point
of view, identity groups are bound together by certain structural
experiences. Precisely these experiences motivate the groups’ polit-
ical struggles for social justice [12]. It thus seems legitimate to start
an inquiry with different identity groups and, from there, map di-
verse experiences of oppression and privilege which may transcend
different groups. Yet, the process of contextualization of diversity
requires further elaboration in future work.

7 RECOMMENDATIONS: TOWARDS
DIVERSITY-AWARE RECOMMENDATIONS

The following recommendations and guiding questions can help
designers of recommender systems avoid the compounding of pre-
vious injustice when they leverage concepts of user diversity:

1. Making a Concept of User Diversity Explicit
Thismay seem trivial, but it is essential to spell out what diversity

dimensions we take into account, when we consider user context
factors in computer models. This means not only stating a diversity
category but also explaining which theoretical model we build on,
and why the diversity category is relevant.

Guiding questions: What kind of diversity are we talking about?
Who and what do we consider diverse? Why do we prefer this
diversity concept over others?

2. Reflecting a Concept of User Diversity
Reflecting the diversity concept that lays the ground for cate-

gories of user diversity is important to understand what assump-
tions about human difference we buy into. Diversity concepts have
been formulated in a given historical and societal context. Diversity
concepts are socially constructed, often with a specific goal in mind,
and thus carry baggage.

Guiding questions: What are the origins of the diversity concept?
Who has developed it in which social and political context? What
are the limitations of the diversity concept?

3. Contextualizing a Concept of User Diversity
Using existing diversity categories can lead to the unintentional

reinforcement of injustices because the way these diversity cate-
gories are commonly understood obscures structural inequalities. It
is therefore crucial to consider the different experiences of privilege
and oppression of users in a given diversity dimension.

Guiding questions: What are privileges and oppression that users
face in a certain diversity dimension? What are the cultural and his-
torical contexts that shape a users current experience in a diversity
dimension?

8 CONCLUSION
This paper discussed challenges for user-side fairness and speci-
fied a bias emerging from the conceptualization and application of
user diversity categories. It highlighted concerns that categories
of user diversity are often taken for granted without questioning
their origins or meaning in the larger social structure. A hypo-
thetical example involving educational diversity illustrates how
recommender systems may accidentally compound historical injus-
tice if they disregard the structural context of diversity dimensions.
In order to avoid the identified pitfall, designers can contextualize
user diversity by mapping structural differences (inequalities) be-
tween users, which materialize as different experiences of privilege
and oppression. Preliminary suggestions for the contextualization
of user diversity are given in the paper. These are only initial steps
to increase fairness with regard to user-side diversity, and further
research should provide solutions along a justice-oriented design
process.
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