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awareness and in connection with the entire project. Our first activity is the
incentive server developed for the project, its main integration points with
other components, and its incorporation into Pilot1, the first pilot run by the
project. We describe the deployment of the server to generate incentives
for the first WeNet pilot, and report on the results, also comparing them to
past literature. We follow this by using the data collected from the M26
pilot for developing and offline testing of a multi armed-bandits based
algorithm for incentives personalization. Our second activity is the mutual
work with WP9 on Transparency in Machine Generated Personalization,
which developed best practices and a checklist for system designers and
users of such systems. The developed tools can be used by different
audiences to assess transparency in such systems and identify gaps for
addressing and coverage. We also describe our planned future work in
this important area. We finish our report by describing our third activity on
developing recommendation based incentives for increasing motivation
and improving productivity and engagement for single users. We focus on
our work of designing adaptive explanations based on user’s
characteristics and behaviour in the system. These explanations are
diversity aware by using users’ behavioural patterns as opposed to their
fixed demographic characteristics. Our implementations and offline trials
point to the potential of these approaches and to the promise of designing
adaptive explanations for these environments. In this research we work
with a large-scale volunteer-based crowdsourcing system which serves as
a fertile ground for our future planned experimentations in the wild.
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EXECUTIVE SUMMARY

Deliverable 4.2 reports on the three main efforts for WP4 in the reporting period
which covers the design and deployment of intelligent incentives for sustaining
engagement of diverse types of participants.

The first effort consists of the incentive server which is a main component of the
WeNet architecture. We provide a detailed description of the incentive server, its
main integration points with other WeNet components, and its incorporation into
Pilot1, the first pilot run by the project. We also describe its deployment in the first
pilot, where the incentive server was used to generate two types of incentives:
badges and motivational messages. We provide a detailed analysis of the results of
the incentives, analyzing the effect of badges and messages on participant activity
in the WeNet platform. We observe that participants increase their level of activity
as they near the badge and show that this effect varies across the different
communities of WeNet (country and work intensity). We provide an algorithm and
simulation for optimizing the incentive design using shallow and deep features of
users’ interactions that was conducted on data collected from the pilot.

The second effort describes our mutual work with WP9 on Transparency in
Machine Generated Personalization. We generated a list of transparency best
practices for machine generated personalization. We further develop a checklist to
be used by designers to evaluate and increase the transparency of their algorithmic
systems. We appllied the checklist to prominent online services and discuss its
advantages and shortcomings.

The final effort describes our additional work on incentive design by using
explanations to augment recommendations of activities for users. We generate
post-hoc explanations for each recommendation which emphasize projects that
relate to users’ preferences, as determined by their past interactions, using
machine learning. The explanations are adapted to the diversity of users by their
past behavior and interactions. We demonstrate this approach in an online study
on the SciStarter citizen science platform. We provide results that show that
users who receive explanations exhibit higher engagement and satisfaction than
users who did not receive such explanations. This demonstrates the role of
explanations as diverse aware incentives for guiding the behavior of participants.
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1. DivErsITY AWARE INCENTIVE SERVER

The incentive server is concerned with generating diversity-aware incentives to guide
people’s interactions in the WeNet platform, and is a main component of the WeNet
architecture. For a full description of the incentive server API, we refer to WP6’s
deliverable, as is the case for all technological components of WeNet. In this section we
provide a general description of this contribution, covering several topics below.
1. The main functionalities supported by the Incentive Server.
2. The interface points of the incentive server with the other components of the
project
3. The incorporation of the Incentive Server into Pilot 1, including the experimentation
done, the various conditions tested, and a summary of the main results.
4. A development and testing of a machine learning based algorithm for incentive
adaptation based on the (limited amount of) data collected during pilot 1.

1.1 INCENTIVE SERVER: MAIN COMPONENTS AND FUNCTIONALITY

The Incentive Server is a standalone server responsible for allowing WeNet applications
to guide the behavior of WeNet users and WeNet communities using diversity-aware
non-monetary incentives. These applications can be developed by WeNet internal
developers (as in Pilot 1, Pilot 2 and beyond) as well as by WeNet’s external developers,
like the organisations that are going to develop apps on top of WeNet as part of WeNet's
Open Call initiative. In fact, at the time of writing this updated report (January, 2022), the
Incentive Server is already supporting the Open Call initiative.

Table 1 specifies the main components which are part of the Incentive Server platform:

TaBLE 1: INCENTIVE SERVER MaIN COMPONENTS

Component Name Component Description

A Django (Python) based web architecture. Manages the
tiered application of the server from request reception to
Incentive server IFS request handling to response production. Includes the
administration logic of the Incentive Server.

An open-source Python/Django backend for defining and
IS Badgr-server issuing Open Badges (the world's leading format for digital
badges). WP4 has adapted and incorporated this open
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https://openbadges.org/

source platform for usage as part of WeNet’s Incentive
Server Solution.

IS Schedler

A Cron based scheduler for managing scheduled tasks for
the different incentives and algorithms (e.g. timing of
incentive messaging, cleanup tasks and the likes).

IS Administration
Application

A Web application for defining and managing Badge based
incentives and message based incentives for different
WeNet communities and apps. These administration
capabilities are also supported through the Incentive Server
APls.

IS User Signals Receiver

Receiving and accumulating information supplied by other
WeNet components about users and communities in the
system for incentive generation purposes. This includes
behavioural and demographic user data containing both
shallow and deep diversity features for each user.

IS Rule Engine

Enabling definition of internal rules and norms for granting
different types of incentives, as well as restricting such
grating by different constraints (e.g. amounts). Such rules
can use all available user signals received by the Incentive
Server from other WeNet components, including
behavioural and demographic signals.

IS Algorithm Interface

Interface for an informed software component (e..g
machine learning based) for allocating incentives based on
prior developed model and real time user signals

IS web engine

Nginx based web engine for serving incentives through
REST based API

IS DataBases

Based on the open source MySQL DataBase. Saving
incentive definition information as well as data needed for
issuing and tracking incentives.

The current implementation of the incentive-server supports two types of incentives:
Badges and motivational messages. We expand on each of these mechanisms below. In
section 1.3 we will describe the specific incentives defined for Pilot 1.

Badge Incentives:

This incentive type uses streamed data from other WeNet components and analyses it
towards issuing predefined badges to WeNet users. Badge issuing is incentive aware in
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that the badge type can be personalized to different types of users. The component
supports the following services:
e Badge creation, modification, and removal: Allowing the execution of basic

operations on badges using the badgr-server open source code
Badge allocation through the Incentive Server REST API

e Badge delivery: Allowing the WeNet applications to access badge graphics and
badge textual description, presenting them to the end user through various
mediums.

e Badge types and badge allocation rules are defined a-priori through the Incentive
Server admin application or REST APls.

e Badge behaviour logging and badge allocation logging.

Incentive Messages:
This incentive type generates motivational messages presented to users by WeNet

applications. The messages can be adapted to fit diversity in both behavioural and
demographic aspects of users. User data is received and accumulated by the Incentive
Server and used by this component. Different user behavioural characteristics are
computed such as:

activity patterns per task and per multiple tasks

time spent on task

inactivity periods

behavioural changes in activity patterns across time

These characteristics are used to guide and personalize the message based incentives.
The component supports:

Incentive messages creation, modification, and removal

User behavioural logging and message sending logging

Synchronization with badge allocation

Incentive messages notification: Notifying the users about incentive messages
while taking into account the user’s overhead pre-defined conditions (e.g not
allowing multiple incentive messages from the same type in a specific time window)

1.2 MaIN INTEGRATION POINTS

We now describe the main integration points with other WeNet components used by the
Incentive Server during Pilot 1.
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TABLE 2: INCENTIVE SERVER MAIN INTEGRATION POINTS

Component

Method

Data

Uses

WP5 - interaction
protocol

POST

Incentive Information

The Incentive server
informs the users about a
new incentive issued. This
is done through the
interaction protocol which
also verifies the user’s
ability to get notifications.
(i.e. there may exist a
norm in the interaction
protocol component
delaying such interaction)

WP5 - profile
manager

GET

User Metadata

The incentive server uses
the user’s profile metadata
as part of its data for
generating incentive
messages. For example,
based on time in the
system, preferences on
time of day for receiving
messages etc. Such user
information is supplied by
the profile manager.

WP5, WP2, WP3 -
tasks manager and
additional
information

GET

Users’ tasks and
TasksTransactions
information

The Incentive Server is
querying the task manager
for data regarding users
behaviour in the system.
These data points are
being analyzed to
calculate the user’s criteria
towards an incentive.
Behavioral information is
supplied to the task
manager also from WP2
(single user information)
and WP3 (social
interactions - future). For
example, if the user joined
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1 week ago and did not
ask any questions, the
incentive server may issue
an incentive to encourage
the user to ask a question.

WP6 - platform

Multiple

Incentive information

Component behaviour
information

The Incentive Server
supplies the platform with
all the user’s incentive
badges, badges for
specific apps and all
available incentive
messages.

Additionally the Incentive
Server receives general
services from the Platform,
such as presenting
Incentive Information on
the WeNet Hub Page,
Logging of overall
component behaviour, and
access to Incentive Server
general behaviour data
from an external interface.

1.3 THE INCENTIVE SERVER @ PiLoT 1

We now move to describe the use of the Incentive Server as part of Pilot 1 of the WeNet
platform. In this pilot users were able to ask questions, give replies to questions and
indicate their acceptance (or rejection) of answers supplied to them. Pilot 1 was used by
WP4 to test the Incentive Server in the wild, compare between different incentive types,
check the influence of various diversity aspects on users’ response to incentives and for
the collection of data for future algorithmic development.
Table 3 presents the different locations of the pilots and the dates the pilot was run at each

location:

© 2019-2022 WENET

Page 9 of 48

Framework Programme of the European Union

Co-funded by the Horizon 2020




TABLE 3: PiLoT 1 LocATIONS AND DATES AVALILABLE FOR DATA ANALYSIS

Location Dates
Denmark 12-28 March 2021
UK 12-28 March 2021
Mongolia 12-28 March 2021
Paraguay 17-31 March 2021

We note that the data from the lItalian pilot was not available at the time of this analysis and

thus not included in the analysis that follows.
In each of the locations above, the following incentives were supported:

Badge Incentives (each cell in the table also shows the badge graphics as

presented to users) :
TaBLE 4: BADGE TyPES IN PiLoT 1
Badges for Asking Badges for Answering Badged for Having one’s
Questions Questions

Answer Accepted

First question asked: badge
granted after user asked a

first question

First answer given: badge
granted after user

answered first question

First answer accepted:
badge granted after user’s

first answer was accepted
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Asked 5 questions: badge
granted after user asked 5

questions

Answered 5 questions:
badge granted after user

answered 5 questions

3 answers accepted: badge
granted after user’s 3rd

answer was accepted

@

Asked 10 questions: badge
granted after user asked 10

questions

Answered 10 questions:
badge granted after user

answered 10 questions

5 answers accepted: badge
granted after user’s 5th

answer was accepted
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The badge types and thresholds were defined in consultation with WP7.

Additionally, in each of the locations, the following incentive messages were supported:

Incentive Messages

TABLE 5: INCENTIVE MESSAGE TYPES IN PiLoT 1

Badge steering Messages Personal Focus Messages

“You haven't asked a question yet. You

You are x questions away from a new can get help from the community with

badge!” . »
your questions.
“You are x answers away from a new “There are open questions to answer.
badge!” Type /answer for the list!”
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Where “x” is computationally added by the incentive server upon deciding to serve a
message.

The badge steering messages were meant to be used in conjunction with the badge
incentive and measure the impact of using both mechanisms in cooperation. The personal
focus messages were used to remind users about the main actions available in the system.
Both messages were served at semi-random intervals under the following norm limitations
in order to collect data for developing an informed algorithm (described in section 1.5):

e send x times: Maximum 6 times during pilot

e frequency: once in random(1, 4) days

e After how much inactivity: 1 days from join/ inactivity.
These norms were set in consultation with WP7 and WP5.

Collection of data with semi-random policies (i.e. manipulating the message sending
frequency at random) enables future development of machine learning based algorithms
that can maximise the incentive trajectories over time. This is achieved since these
semi-random interventions constitute an exploration phase where the various incentives
effectiveness is measured in different system states [1]. Using norms to limit this
randomness ensures that we protect users and do not serve incentives entirely out of
context.

Research Questions: Effect of Incentives

Past research has demonstrated that both the timing of incentive messages as well as their
content is critical for incentivising users to increase their contributions in the system[2,3]. In
this specific experiment in the wild, we seek to check the following research questions:

1. What is the effect of badges on participant activity in the WeNet platform. In
particular, do badges generate a “steering” effect by which participants increase
their level of activity as they near the badge [4, 5]?

2. s the effect created by badges different for different communities and groups as
organised by shallow diversity features (e.g. group per location) or deep diversity
features (e.g. group per level of activity)?

3. Is there a decline in contribution following the steering effect as identified by prior
research, and is this decline also different for different groups [5]?

4. Do message incentives on top of badge incentives further increase contribution by
users?

5. What are the opinions of users about the incentives used, badges and messages,
following the experiment?

Additionally, this experiment was used as a data collection step to enable future incentive
policy development in followup research steps.
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Towards these goals users were allocated to two cohorts incentive wise at each one of the
above locations. The cohorts included: (a) Cohort O: users allocated to this cohort received
only badges as incentives in the system (b) Cohort 1: users allocated to this cohort
received badges as well as incentive messages in the system.

We note that the relatively small expected amount of users per location prevented a
definition of a 3rd cohort where no incentives are used.

The data collected during the experiment included time stamped data about users’ activity
(questions asked, answers given, answers accepted), the incentives used, as well as

survey and interview data following the experiment.

We now describe the main finding of our experiment during Pilot 1.

1.4 ANALysis oF PiLot 1 ResuLTs

Figure 1 details the number of participants that participated in each pilot (where data was
available for analysis at the time of this report writing):

Users per location

46

ETETEY London Denmark

FiGURE 1: USERS PER PILOT LOCATION

We note that the UK pilot (London) had the largest number of participants (46) while the
Paraguay pilot had the lowest number of participants (22).

Figure 2 presents the total number of badges allocated and incentive message used
across all locations, per cohort:
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Number of incentives from each type in each cohort

1331

message

cohort-0 M cohort-1

FIGURE 2: INCENTIVES PER TYPE AND COHORT

Per the figure, in cohort-0 only badges were used, and overall 430 badges were allocated,
while in cohort-1, 433 badges were allocated and 1331 incentive messages were sent.

To answer research question 1, we check for users’ behaviour prior to receiving a badge
and following a badge reception. We first look at the average behaviour across locations
and users actions. As can be seen in Figure 3 below, steering is indeed identified in users’
behaviour. Users are increasing their actions towards the badge allocation day and
decreasing their actions following the badge granting. Interestingly, the decrease is to a
new level of activity, higher than the one prior to the badge grating.

steering across pilot
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Median of achions per day
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two days before one day before badge day one day after two days after

FIGURE 3: BADGES STEERING EFFECT - OVERALL
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To check research question 2, we move to investigate the steering per location, as location
constitutes a shallow feature of diversity. We notice in Figure 4 below a unique steering
behaviour per location. Specifically, users in the UK demonstrate the smallest steering
effect, while users in Paraguay are strongly steered by badges, but then demonstrate a
sharp decline. This finding of different responses to badges per location indicates the need
to consider each location in separating for badge design in diversity aware systems.

steering across locations
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two days before one day before badge day one day after two days after

London Denmark Paraguay == Mongolia

FIGURE 4: BADGES STEERING EFFECT PER LOCATION

To further investigate steering across diversity dimensions, we also check the steering
behaviour for a deep diversity feature which is different from users’ demographics. For
this, we divide users in the systems to two types: (1) low - low intensity working users with
4 or less actions in the systems prior to receiving a badge (2) high - high intensity working
users with more than 4 actions in the system before receiving a badge. Working intensity
constitutes a deep diversity feature which relies on the user’s capabilities as opposed to
their demographic features. Figure 5 presents the steering behaviour of the two groups. As
can be seen in the figure, high intensity working users are much more influenced by
badges on average than low intensity working users. This indicates the need to take such
deep diversity features into account when designing incentives, e,g by augmenting the
incentive for low intensity working users with additional motivational factors.

Regarding research question 3: We found that contribution does decline following the
steering effect (as identified by prior research), and this decline is specific per group. This
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is the case for groups separated by location (shallow diversity features) as well as work
intensity (deep diversity feature).

steering across pilot

two days before one day before badge day one day after two days after

high low

FIGURE 5: BADGES STEERING EFFECT PER WORKING INTENSITY

We now move to investigate research question 4, checking whether message incentives
on top of badge incentives further increase contribution by users.

Table 6 outlines the total actions performed by users in each of the locations, when actions
include the 3 operations possible by a user: asking a question, answering a question or
accepting an answer.

TABLE 6: ToTAL AcTiONS PER LocATioN AND COHORT

UK (London) 554 653
Paraguay 453 842
Denmark 952 1235
Mongolia 2437 1918
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As seen from the table, in three of the four locations - the UK, Denmark and Paraguay,
indeed the cohort receiving both incentive types demonstrated higher productivity.
Interestingly, the observation in the Mongolian pilot is the opposite, with the badge only
group demonstrating higher responsiveness and productivity. This research question
should be further investigated. We hypothesise that a diversity factor may have impacted
these results, be it a shallow one (such as location) or a deeper one, possibly connected to
users’ activity level (as can be seen from the table, the mongolian pilot was the most
productive one across cohorts).

Finally, we checked users’ opinions about badge and message incentives, as
demonstrated in the post experiment exit surveys and interviews.

The exit surveys administered at each location included the following questions regarding

incentives:

1. “Please write in at least one badge you received.” (to verify if users remember this incentive
type)

2. “Please indicate whether you agree or disagree with these statements” (Likert scale of 1-5
was used, with “1” indication strong disagreement and “5” indicating strong agreement)

“l liked the chatbot's badges”

“The badges were a distraction”

“The badges enhanced the chatbot experience”

“The badges encouraged me to contribute to the chatbot”

“Chatbot should be more generous with badges”

“More type of badges should be used”

g. “Badges based on the acceptance of answers should be used more”

3. Please write in at least one message you received (Question presented only to cohort 1
users. Used to verify if users remember this incentive type)

4. “Please indicate whether you agree or disagree with these statements” (Questions
presented only to Cohort 1 users. Likert scale of 1-5 was used, with “1” indication strong
disagreement and “5” indicating strong agreement)

“l liked the chatbot’'s messages”

“The messages enhanced the chatbot experience”

“The messages were a distraction”

“The messages encouraged me to contribute to chatbot”

“More types of messages should be used”

“Messages should be sent less frequently”

“Messages should be personalised for each user”

~P Qa0 oD

@™o ap oo

Figure 6 presents the results of questions 1 and 3 above. Specifically, we count for each
incentive type and each location the percentage of users who were able to remember at
least one incentive which they have received.

We note that due to a collection error, the message incentive information from the
Paraguay location is not available. Thus, for the message incentive type, only data from
the UK, Denmark and Mongolia are presented.
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Remembering Badges and Messages

100% 89.1%
. 87.5%

20% 81.8% 80.5%
80%
70%
60%
0% 50.0%
40% 31.7%
30% 22.0%
20%
10%

0%

UK Paraguay Denmark Mongolia

B Remembered Badges B Remembered Messages

FIGURE 6: INCENTIVE REMEMBERING ACROSS LOCATIONS

We note the following insights from this analysis: (1) users were able to remember badge
incentives much more than message incentives across locations. In fact, at least 80% of
the users across locations remembered at least one badge they have received, while only
50% of users or lower remembered an incentive message that they have received. We
hypothesise that one factor which contributed to this phenomena was the fact that the
system sent many additional messages to users across its operation (besides incentive
messages), thus rendering the incentive message less memorable. We conclude that
incentive messages should be better separated from other system messages and that
possibly, the frequency of other system messages should be decreased. (2) We note the
differences between the different locations in remembering badge incentives and message
incentives. For example, only 80.5% of users remembered at least one badge in Mongolia
while 89.1% of users remembered such badges in the UK. This indicated that auxiliary
mechanisms of attention should possibly be used to account for such differences between
diverse populations (e.g. by phrasing the badge language differently, communicating
differently the badge allocation, etc.).
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Figure 7 and 8 present the average ratings of users to the badge and messages rating
questions across locations.

Badge Questions Average Ratings

4.5
4
35
g 3
©
e 2.5
&
o 2
Q
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1
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Like Distracts Enhances Encourages More More Types More
Generous Acceptance
MUK mParaguay mDenmark = Mongolia
FIGURE 7: BADGE OPINIONS ACROSS LOCATIONS
Message Questions Average Ratings
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FIGURE 8: MESSAGE OPINIONS ACROSS LOCATIONS
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We can observe several trends from the two graphs: (1) On average, users expressed
more liking toward badges compared to messages and found them less distracting. (2)
This preference is evident in other responses as well (in the graph), i.e. regarding how
much badges enhance performance, encourage contribution, and whether users wanted to
see more types of the incentive types. For all these questions users give higher ratings to
badges compared to messages. (3) Users' average opinions are location dependent. For
example, users in Mongolia expressed stronger liking to badges then users in other
locations and this liking is also evident in their other replies. We note the relatively high
ratings users in the UK gave to badge and message distraction questions, which is in line
with their opinions as expressed in the focus groups. (4) Overall, users expect more badge
types and more quality based badges (e.g. like the “your question has been accepted by
another user” badge). (5) Overall, users expect messages to be less frequent, and would
like to see messages personalised for them.

In the exit focus groups, users were asked for their opinions about badges and messages
in the application.

Users in the UK, Denmark and Paraguay had the opinion that badges had some
motivational effect but said that there was not enough information about the badge granting
mechanism. We hypothesise that this is a result of having information about the badge
types and thresholds only on the WeNet hub and not in the app itself. Users in these
locations also have had additional ideas for mechanisms that will improve motivation such
as adding additional awards for obtaining a badge (UK), having a weekly challenge
(Denmark) or adding competitions between users (Paraguay). Additionally, users in the UK
and Denmark felt that badges should be better tied to and presented at the user profile to
showcase the users’ achievements. Interestingly, a UK user mentioned the risk of
discrmination if some users with less badges on their profile will be treated differently than
more active users.

Users in Mongolia found badges very motivating, and mentioned that they felt that
receiving a badge was like winning a competition. Some users also mentioned that the
offered badges were not challenging enough and that they expected more badges as they
continued to contribute. This is well represented in the data, as users in this location
outperformed all other locations in terms of actions undertaken in the app, “exhausting”
their badge inventory early on. Users in this location also found messages the most
distracting, compared to other locations. The strong liking of badges in this group
combined with the high level of perceived message distraction, may explain the fact that
messages did not improve the performance of users in this location. We hypothesise that
cohort-0 users in this location, which received only badges, were not distracted by
messages, and continued to contribute expecting more badges further along the way.
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Taken together, these results demonstrate that different user groups have different
expectations from incentives, hold different opinions about how incentive mechanisms
should behave and about what is the influence of such mechanisms on them. Additionally,
as demonstrated by the steering results, different user groups are steered differently by
incentives, and respond differently to the combination of incentive mechanisms (in our
case badges and messages). We showed that at least for badges, this difference in
steering holds both for groups defined by a shallow diversity feature (location) as well as
groups defined by a deep diversity feature (activity level). These findings are in line with
the need to further develop personalised incentive mechanisms which adapt per user’s
diversity features, be it shallow or deep.
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1.5 DiversiTY-AWARE INCENTIVES BASED ON MACHINE LEARNING

In this section we use the collected data from the M26 pilot to develop a diversity aware
machine learning based personalization approach for incentive messages. Specifically, we
compare between a non personalised approach for incentive design, and 3 personalization
based approaches: one based on the shallow diversity notion, a second based on the deep
diversity notion and a third based on a combination of the two.

1.5.1 OPTIMISING ENGAGEMENT

We focus on the problem of optimising engagement in the system by presenting one of the
incentive messages used in pilot 1 to the users. Given the short duration of the pilots (2
weeks), we ask the following question: given the activity of the user during the first week of
the pilot, what message should be presented to them at the beginning of the second week
(if at all) to maximise their contribution in the second (and last week) of the pilot. This
question is rendered important as the analysis done by WP7 demonstrated that activity in
the 2nd week of the pilot decreased across locations.

1.5.2 SHALLow AND Deep DiversiTY FEATURES

We choose the following two features as information available for the optimization
algorithm about each and every user in the system:
1. Shallow feature - location: the algorithm is aware of this demographic information
about each user in the system (one of the 4 locations available in the dataset).

2. Deep feature - activity in week 1: the activity of the user in week 1 (questions
asked, questions answered, questions accepted) is a deep diversity
non-demographic feature about the user which is available for the optimization
algorithm.

1.5.3 A MuLti-ARMED BANDITS APPROACH

We use a multi-armed bandit approach [1] for our incentive messages decision making
problem. This family of models is specifically adequate for sequential decision making
problems where one wishes to maximize the cumulative sum of rewards received over
some time horizon. In such environments, the algorithm must choose between several
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alternatives (referred to as actions or arms) and needs to balance between exploiting the
information it already has about the actions taken, and exploring additional actions to learn
more about the environment. The traditional algorithms in this domain consider the actions
selected and the outcome generated from each such selection as input for their
optimization processes. We are the first to use multi-armed bandits for the the incentive
design task.

Contextual multi-armed bandits [6,7] are a family of algorithms where the context of the
environments is also taken into consideration (in addition the the action chosen, and the
reward obtained from taking this action). Such context can be useful for decision making
e.g by identifying different characteristics of users (in the user profile) that influence their
response to specific actions, etc. In this setting, the algorithm needs to decide at each time
step which arm (action) to select given the context available to it. See Figure 9 below for a
schematic diagram of this process.

" 2. Action (Arm)
Y. ] \\
0
User/ Coqtextual
Environment Multerrmed
Bandit Model

e

.. 1.Context -~ -

3. Reward
FIGURE 9: CONTEXTUAL MULTI-ARMED BANDIT

Contextual bandits have recently been extensively used to deal with personalization
challenges across domains . This included among others personalising web pages,
personalising news to users according to their interests, personalising ads to users across
the web and adapting learning materials to students [8,9]. We extend such approaches to
the socially focused domain of the WeNet project.

Under this framework, we define the incentive optimization problem on the M26 pilt data as
follopws:
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a. Learn an optimised policy (i.e. what action to take for each user given a
context) on a subset of this dataset, for the following setup:
i. Actions (arms) - one of the messages used in M26 pilot or no message at all
ii. Reward - level of week 2 activity at the end of week 2. For simplicity we define
a binary reward based on the median number of actions performed by users at
week 2. We seek to generate contributions of at least 25% over this median
threshold for week 2. Under this definition, the reward is 1 if the user performs
10 or more activities in week 2 (the median of week 2 actions is 8) and 0
otherwise
iii. Context: we compare between 4 cases of contexts:
1. No context: the algorithm optimises messages for the beginning of week
2 only based on the historical information of actions taken and rewards
obtained
2. Shallow: the algorithm uses the location information in addition to reward
and action information
3. Deep: the algorithm uses only the week 1 activity information in addition to
reward and action information
4. Combined: the algorithm uses both the shallow and deep information
available in addition to the action and reward information

b. Evaluate this new policy in an offline setting on another subset of the available
dataset

We note the need for offline evaluation (i.e. testing the optimized policy on a test set) when
access to online experimentation (i.e. testing the policy in the field) is costly or unavailable
as in our case. Even when access to such experimentation systems is available, such
offline analysis should be performed as a first step for human centric systems, so as to root
out any risky and inefficient action policies before experimentation in the wild.

For the offline evaluation we use the doubly-robust estimator [10] which has demonstrated
SOTA results for offline estimation in multi-armed bandits and reinforcement learning
based settings.

1.5.4 EvALUATION AND RESULTS

Our contextual bandits implementation is based on the offset tree algorithm [11] which is
one of the recommended methods of choice for learning in offline settings (as in our case).
We set the training dataset at 75% of the available M26 data, and the testing dataset (used
for the offline evaluation) at the remaining 25% of the data. In our tests each condition was
run in separation, manipulating only the context available for that condition as part of each
test.
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Figure 10 presents the results of the offline evaluation. The X axis presents the different
conditions, and the Y axis presents the average accumulated reward multiplied by 100 (to
represent percentages). The Y value can be interpreted as the percentage of cases where
the algorithm was able to intervene with an action that encouraged the user to perform 10
or more activities in week 2.

Off-Policy Learning WeNet M26 Dataset
Learner - Offset Tree; Estimator - Doubly-Robust

None Shallow Deep Combined
Diversity Dimenstion Used

Test Set Mean Reward
- N N N w w
o ()] o (é)] o [&)]

(]

0

FIGURE 10: OFFLINE POLICY EVALUATION — DIFFERENT CONTEXTS

As can be seen in the figure, the lowest performing algorithm was the algorithm which
received no context. This algorithm was able to influence users in 27.3% of the cases. We
note that the algorithm which used the deep diversity feature outperformed the shallow
diversity based algorithm, achieving 35.6% influence, compared to 29.5% influence
achieved by the algorithm using the shallow information. Finally, the algorithm combining
the two features was able to outperform all other alternatives, demonstrating an influence
of 37.2% of user cases.

These results, while preliminary and based on the small dataset available so far, shed a
light on the potential of personalising incentives based on a varied set of user diversity
features, deep as well as shallow. They also hint as to the benefit of using deep diversity
features for such personalisation, which have demonstrated the potential of improving
outcomes on top of shallow features.

Future work based on additional collected data (in Pilot 2 etc.) will seek to optimise
additional reward metrics (beyond 2nd week activity) and to use more available shallow
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and deep diversity features as context. Additionally, we will seek to test our resulting
optimized policies in the wild, beyond the offline settings demonstrated above.
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2. BEest PrRACTICES FOR TRANSPARENCY IN MACHINE GENERATED PERSONALIZATION

In this section we briefly report on our joint work with WP9 on developing best practices
and a checklist for measuring and implementing transparency in machine generated
personalization. We note that this work culminated in a joint publication in the 28th ACM
Conference on User Modeling, Adaptation and Personalization, 2020 (the link for the
paper is here, and an introductory video on our joint work is available on the bottom of
that page). We also briefly describe our next steps following that publication.

The motivation for this joint work stemmed from the observation that machine generated
personalization is increasingly used in online systems. System designers, data scientists
and developers are using machine enabled personalization to provide users with relevant
content, products, and solutions that target their respective needs and preferences. Such
approaches are also used to maximise systems goals, i.e. by focusing on increasing users
engagement, involvement, and spendings. However, the same approaches might leave
users vulnerable to online manipulation due to algorithmic advancements and lack of
transparency. Such manipulations may decrease users' levels of trust, autonomy, and
satisfaction concerning the systems with which they interact.

Thus, WP4 and WP9 have worked together to identify the main aspects of transparency
which are of importance ethical wise and implementation wise in these personalization
based systems. We specifically focused on developing tools to guide system designers
implementing transparency in their systems.

In our joint work we have combined insights from technology ethics and computer science
to generate a list of transparency best practices for machine generated personalization.
We have further developed a checklist to be used by designers to evaluate and increase
the transparency of their algorithmic systems. Adopting a designer perspective, we applied
the checklist to prominent online services and discussed its advantages and shortcomings.

As stated above, the details of this work can be reviewed in our joint publication.

We describe here our additional work following that publication. In this followup work, we
have built a large scale study for collecting users' expectations as to the transparency
features and levels they would like to have in personalised systems, and their opinions as
to actual levels of transparency they encounter today in online systems. The link for this
online study can be found here. In this joint work we have focused on the experiences and
expectations of users about transparency in five commonly used online systems that use
Al to generate personalized recommendations. We surveyed 108 students who use
services provided by these systems, asking them (1) to assess the level of transparency
that is currently exhibited by these services; (2) to provide their own preferences and
opinions about different aspects of transparency in online systems. Our data collection has
now finished and the results of this study will be submitted for publications jointly by WP4
and WP9 and will be reported in the next reporting period.
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https://dl.acm.org/doi/abs/10.1145/3386392.3397593
https://dl.acm.org/doi/abs/10.1145/3386392.3397593
https://transparency-study.webnode.com/

3. GENERATING RECOMMENDATIONS WITH PosT-Hoc ExPLANATIONS FOR CITIZEN

ScIENCE

In our past report (D4.1) we have developed a new approach for personalized
recommendations in citizen science platforms, in order to increase their engagement and
motivation to contribute. Our recommendation system delivered personalized
recommendations to signed-in users by recommending them with new projects based on
their past history on the site and based on projects’ characteristics. We applied this
approach in the wild in the SciStarter platform (https://scistarter.org). SciStarter offers
more than 3,000 projects and recruits volunteers through media and other organizations,
bringing citizen science to people. Our results pointed to the potential of the proposed
recommendation based approach and algorithms to incentivize users in voluntary
non-monetary domains, such as the WeNet system.

In this report we extend our work by using data from our past study to develop explanation
algorithms for recommendation systems. Specifically, we develop post hoc explanation
approaches for black box recommendation algorithms which are hard to explain. This
approach generates adaptive explanations while addressing different characteristics of the
user's diverse behaviour in the system. We show that our proposed algorithm outperforms
alternative approaches in offline settings and report on our plans of testing these
approaches in the wild.
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3.1 ReLAaTeD WORK

We first mention results showing that providing explanations to users in recommendation
systems can improve the system’s transparency, persuasiveness, effectiveness,
trustworthiness, and user satisfaction [12,13]. McAuley and Leskovec [14] extracted topics
from Amazon’s products, and used related product reviews to explain the decisions of a
latent factor model. This improved product rating prediction accuracy as well as generated
explanations to recommended items. Bilgic and Mooney [15] have shown that providing
explanations help users discard irrelevant options while allowing them to recognize good
ones.

Various forms of explanations for recommendation have been explored in prior work,
including sentences, word clouds, as well as different kinds of visualizations [16,17]. A
common approach in large scale systems (e.g., Amazon, Netflix) is to visualize
recommendation items in groups (or carousels) such that each group is associated with an
explanation. Felicioni et al. [18] compared several methodologies for evaluating different
carousel designs using offline data.

A significant strand of research has developed models that work post-hoc, in that they
receive as input a set of existing recommendations and subsequently generate a justification
for each of them [19,20]. This is because state-of-the-art recommendation algorithms use
latent factors that are not naturally interpretable by people. In this case the explanations are
generated independently and the original recommendation algorithm is a black box. Musto et
al. [21] used natural language processing and sentiment analysis techniques to generate
post-hoc explanations from users’ reviews. Shmaryahu et al. [22] designed methods for
generating post hoc explanations given a set of Matrix Factorization based
recommendations, which was evaluated on offline data. Their method generates different
explanation types by running a set of explainable recommendation algorithms which provide
a score for the items recommended by the black box. We extend their work by studying
grouped recommendations and by deploying our approach in the real world. Lastly, our work
extends previous work on generating project recommendations in citizen science using Al
[23] that did not provide explanations to users.

3.2 METHODOLOGY

We now move to describe our approach of improving project recommendations in citizen
science by combining a Hybrid-BPR based recommendation approach with explanations
supplied for each recommended project. Our approach consists of the following steps: (1)
We create a Hybrid-BPR recommendation algorithm that combines a content based
recommendation approach with the BPR Matrix factorization model [24]. This model relies on
latent factors and does not align projects with explanations. (2) We align each of the projects
outputted by the Hybrid-BPR algorithm with one of five explanation types (associations rules
based, feature based, item-item based, popularity based, and location based). (3) We group
the projects based on their derived explanation type and choose an optimal ordering over
these groups.

We evaluate the methodology in steps (1)-(3) by conducting off-line experiments as well as a
randomized controlled study in SciStarter which compared a system that provided grouped
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explanations to projects with a recommendation system without explanations. We now move
to describe each of the above steps in detail.

3.2.1 THe HyBriID BPR APPROACH FOR GENERATING RECOMMENDATIONS

We describe our chosen approach for generating recommendations in Citizen Science. It
extends a well-known Matrix Factorization approach called BPR (Bayesian Personalized
Ranking) algorithm [25,26] with a content-based component. We provide an empirical
evaluation of this Algorithm in the next section.

The Hybrid-BPR model combines a collaborative filtering approach using implicit
user-projects sparse data with meta information available for the projects in SciStarter.
Specifically, this meta information includes the estimated time to complete an activity in a
project (in seconds), whether the project’s activities are to be carried out indoors or outdoors
and the topics associated with each project. These features are then encoded by one-hot
encoding and the cosine similarity metric [27] between feature pairs is calculated by
measuring the angle between vectors.

The Hybrid-BPR recommendation model generates a list of N ordered recommendations for
each user by combining this content recommendation score and the BPR recommendation
score for each <user, project> tuple. Specifically, it computes a weighted average of both
scores with weights of 0.8 and 0.2 for BPR and content, respectively. These weights were
optimized to achieve a maximal precision@3 metric on the available research dataset, with
three being the number of recommendations that the users receive on the SciStarter home

page.

3.2.2 ExpPLANATION TYPES

The Hybrid-BPR approach uses latent variables and is not amenable to interpretation by
people. In this section we provide five independent methods for generating post-hoc
explanations to projects.

Topic Association Rules This method uses associations between project topics to produce
explanations to users. First, associations between topics in Scistarter are mined based on
Scistarter users’ past interactions. This mining generates a list of direct associations between
pairs of two topics in the system. Then, for each new project recommendation which needs to
be explained to the user, the method looks for an exiting association rule which ties the topic
of this recommendation with topics of projects the user already contributed to. If such an
association rule exists, this explanation type can be used. For example, a recommended
project with a topic of Molecular and Cells may be associated with a past project the user has
contributed to with a topic of Health and Medicine. This association will then be used as an
explanation for recommending the new project. The explanation phrasing will include the text
“Because you contributed to projects with Molecular and Cells topics in the past”.

To generate the associations between projects, we use an existing algorithm [28] to mine
association rules from SciStarter users’ past interactions. We consider association with
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support higher than 0.01. This value was set empirically to ensure associations are generated
even for topics with low support (i.e. in the long-tail of the system), as suggested by [29].

Feature Based This method uses project features to produce explanations [30]. We have
access to a set of project features, namely the project description, its topics, estimated time of
contribution etc. We then learn the user preferences over these features, and use these
computed preferences to generate a top list of new projects with similar features that the user
may like. Once we have this list, we check if the project requiring explanation is included in
the list. In such a case, an explanation may be generated based on feature similarity between
the projects that the user has already contribute to and the newly recommended project for
this user. Thus, a possible explanation in this method will be “You were interested in
Earth&Life topics in the past". This can be generated in case the user prior contributions and
the recommended projects share the same Earth&Life topics.

CF-ltem-ltem In this method, we use information about the users’ interactions with
SciStatrter’s projects to compute similarity between projects [31] based on other users that
contributed to the same projects. The cosine similarity metric is used as the similarity metric of
choice. The output of this method is a ranked list of the N most similar projects to the user’s
prior projects. A similarity score for each such project is also computed. Once this list is
available, the method checks if the recommended project requiring explanation is included in
it. In such a case, this explanation type may be used. For example, 90% of users who have
contributed to the “Instant Wild - Stepnoi Surveillance” project for monitoring Russian Steppe
wildlife, have also contributed to the project “Instant Wild: Croatia” for monitoring wolf
populations in Croatia. Thus, a user who interacted with “Instant Wild: Stepnoi” in the past and
now is recommended with “Instant Wild: Croatia” may receive the following explanation:
“People who liked Instant Wild: Stepnoi Surveillance also liked Instant Wild: Croatia.”

Popularity This method uses the popularity of the recommended project in the system as an
explanation, in case this project is indeed popular in SciStarter. The method first generates a
list of all popular projects in SciStarter by ranking all projects based on the number of users
who contributed to them. Then, if the project requiring explanation is included in this top N list,
popularity may be used as the explanation method. In such a case, the explanation will state
that this recommended project is “Hot on SciStarter’ and this may be accompanied with an
indication on how popular this project is (its rank in the popular projects list)

Location Based In this explanation method, we are looking for an overlap between the
recommended project’s location-polygon, if it exists, and the location of the specific user,
which can be extracted from their IP address, if available. In case an overlap between the two
locations if identified, we may use the location based explanation method for the
recommendation explanation. In such a case, the phrase “Projects near you” will be used for
the explanation.
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3.2.3 AN ALGORITHM FOR SELECTING ExPLANATION TYPES

Algorithm 1 describes the algorithm for choosing an explanation type for each
recommended project. The input to the algorithm is an ordered list of recommended
projects outputted by the Hybrid-BPR model, as well as a set of methods for
generating explanation types. The algorithm selects one explanation type for each of
the recommended projects, choosing from the possible explanation types described
above.

Prior work has discussed the advantage of rule mining approaches (such as
association rules) in generating straight-forward explanations for users [32].
Additionally, research has shown the benefits of Content-Based and
“Neighborhood-Style" based explanations in generating recommendation justifications
to users [33,22].

Informed by these results, we prioritize the generation of explanation types for each
recommended project in a list of recommendations (R) as follows: The algorithm first
applies the Topic Association Rule (TAR) method. If a matching topic is found for the
recommended project, this method is selected for explanation. Otherwise, the
algorithm checks if the project location is in proximity to the user’s location based on
the Location Based list (LB). If this is the case, the Location Based explanation type is
chosen for the project. Otherwise, the algorithm attempts to apply the item-item or
features based method (IC). If the project matches the output of both methods, the
method with the highest score is selected. If the project matches the output of only
one of these methods, this method is selected. If an explanation still cannot be
generated, the algorithm then applies the popularity method (P) and explains the
project based on it popularity in case it is one of the popular projects in the system.
Otherwise, a general explanation phrasing is provided. This phrasing includes the text
“Try something new”, emphasizing the fact that the recommended project is new to
the user.
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Algorithm 1: Assigning explanations to Hybrid BPR recommendations

Result: Ordered set of N recommended projects and the explanation type for each project

procedure explain(R, T AR, LB, IC, P)
for pro ject ¢ Rdo
if project o TAR then
project. Explanation = TAR.Explanation
else
if pro ject - LB then
project.Explanation = LB.Explanation

else
if project € IC then
project.Explanation = maX  geore (pro ject) € IC
Explanation
else
if pro ject . P then
project.Explanation = P.Explanation:
else
project.Explanation = General . Explanation
end
end
end
end

end

3.2.4 Creating Prosect CAROUSELS BY ExpLANATION TYPES

Algorithm 1 assigns an explanation type for each of the N ordered recommendations for a
given user. Take for example the following three projects recommended to a user, in
decreasing order: iNaturalist (explained using the Feature-Based method),
never-Home-Alone (explained using the Association rules method), and Globe at Night
(explained using the Feature-Based method).

One of the requirements from SciStarter is to organize explanations in groups (or carousels
[18]) in a manner that is similar to other recommendation services (e.g. Netflix). In our
example, this means that the projects iNaturalist and Globe at Night would be visualized
together because they belong to the same explanation type.

Importantly, this requirement may also require to re-order the original rankings obtained from
the Hybrid-BPR algorithm, and visualize recommendations according to the new order. One
possible reordering that satisfied the grouping requirement is to prefer larger groups over
smaller groups in the visualization. Thus now ranking Globe at Night higher than iNaturalist.
Another possible reordering is to prefer explanation types that work well with people such as
Association Rules [33], now ranking the Globe at Night project highest among the three
projects. Note that this reordering of project recommendations may affect how users perceive
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the recommendations since the ordering is now different from the optimization performed by
the ranking algorithm. We explicitly study this in the experiment described in Section 4.3.

We tested several approaches for determining the visualization order of the project groups.
The input to each approach is the ranked set of N projects grouped by explanation types. The
output is an ordering over these groups that will determine how they are presented to users.

e Re-order by Leader. In this approach the order of the groups is determined by the rank
of the first project in each group. Here the new order of the projects is kept as close as
possible to the original ranking of the N projects.

e Re-order by max size. In this approach the order of the groups is determined by the
group size, such that larger groups of projects are presented first.

e Re-order by Explanation Priority. in this approach the order of the groups is strictly
determined by their explanation type, in the following order: Topics Association rules,
Feature based, Location based, CF-ltem-ltem, popularity based, general message. The
justification for this ordering directly follows from prior work. Previous studies show that
most users prefer simple and short explanations [22] which are naturally generated by
association rules. Second, recommendations generated with collaborative filtering
approaches are less intuitive to explain compared with those generated by
content-based algorithms [33]. Lastly, Shmaryahu et al. [22] showed that popularity
based explanations, and general explanations result in lower user satisfaction than
collaborative filtering and content-based approaches examined in a user study.

3.3 EmPIRICAL EVALUATION

In this section we compare the performance of the approaches for generating
recommendations described in Section 3. We will evaluate Algorithm 1 for assigning
explanations in a real world study presented in Section 4.3.

3.3.1 OrruiNe EvaLuaTion of THE HyBRID-BPR APPROACH

We begin by comparing the performance of the Hybrid-BPR approach to alternative
state-of-the-art recommendation algorithms on SciStarter data. The evaluation was performed
on historical data collected between January 2012 to May 2021. The dataset includes data
from 11,223 users who interacted with 216 affiliate project (1.42 project per user on average).
These projects use a dedicated API to report back to SciStarter each time a logged-in
SciStarter user has interacted with the project's website or app. For our experiments, we
consider users who interact with at least 2 projects, and hence remain with 4,118 users.

The alternative approaches included two collaborative filtering algorithms (CF-item-item [31]
and BPR [25]) and a content-based approach, which uses the project properties to compute
similarities between projects [34,35]. These approaches have been shown to provide good
results in several deployed recommendation systems that used different data sets. We also
used a non-personalized baseline approach that recommends projects by their overall
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popularity. We evaluated the prediction quality of the top-n recommendation algorithms for n =
3, 5, 7, 10 and 20 projects using the precision metric. This reflects the range of
recommendations presented to the user on the SciStarter site.

We chronologically split the data using cross-set validation into train and test sets such that
10% of the latest interactions from each user are selected for the test set and the remaining
90% of the interactions are used for the train set.
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Figure 11 (left) shows the precision@N results for the five examined algorithms and for
different N values of recommended projects. As can be seen from the figure, The Hybrid-BPR
approach, BPR, and the content-based method obtain the highest precision. These results
are significantly higher (using the Mann-Whitney test) than the popularity and the
collaborative filtering item-item based approaches (there was no statistically significant
difference between the performance of the top-scoring methods). The popularity and
CF-Item-Item recommendation algorithms generated the lowest performance. This was
especially apparent for lower values of N, which are more reasonable in the citizen science
domain, as it is unlikely that users will consider to contribute to more than a handful of
recommended projects. We note the overall low value of the precision metric here for all
methods, which is often the case for real world applications where a user consumes only a
handful of products [36,37,38,39,40].

Figure 11 (right) shows the hit rate of the different algorithms, defined as the portion of
recommended lists in which users accessed at least one project that was recommended to
them [41]. Naturally, the hit rate for all algorithms rises consistently as the number of
recommended projects increase. The difference between the Hybrid-BPR Model and the BPR
compared to all the other algorithms were statistically significant for every value of N (using
the Mann-Whitney test). For N = 20 the non-personalized popularity method achieved the
same hitrate score as BPR and the Hybrid-BPR method. This is because most users
contributed to at least one of SciStarter’s 20 popular projects.

Based on the offline results demonstrated by the Hybrid-BPR approach, we continue with this
algorithm in the next steps of our methodology.
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3.3.2 OrrLINE EVALUATION OF THE REORDERING APPROACHES

As we explained above, the SciStarter Ul presents recommended items grouped together by
a common feature, such as the most appropriate explanation. The order of groups results in a
reordering of the recommended items, where items from the first group appear first, internally
ordered by the score provided by the Hybrid-BPR recommendation algorithm, then items from
the second group, and so forth. This ordering deviates from the original ordering of items
dictated by the recommendation algorithm. In this section we evaluate the impact of various
ordering of the projects according to the Precision@A/N and HitRate@xN measures.

We expected that the orderings dictated by the Hybrid-BPR algorithm will perform best, and
the restrictions imposed by the grouping of items will have a negative effect. We aim to
measure the negative impact of every reordering approach on these metrics. In this
experiment, we compared each of the re-ordering approaches to the original Hybrid-BPR list.
For each user we output a list of recommendations from the Hybrid-BPR and re-order it by
each of the Explanation Priority, Max Size and the Leader approaches.

Figure 12 shows the results of the precision and hit rate for n = 3, 5, 7, 10, and 20
recommended items. The metrics were computed on a train/test split of 90%/10% for every
user’s interactions as described in section 4.1. First, as expected, we can see that the
baseline Hybrid-BPR ranking performs the best. The reordering by the Explanation Priority
and Leader methods outperforms the reordering by the Size method on both metrics for
every N measured, except at 20. For k = 3, the number of recommended items shown in the
SciStarter Ul (and also in the online study), the statistical test for HitRate@3 comparing the
Explanation Priority method and the Size method is U = 2566537 with p < 0.05
(Mann-Whitney test).

Additionally, while the difference in performance between the Leader approach and the
original ordering is significant, there is no statistically significant difference (Mann-Whitney
test) between the Explanation Priority reordering approach and the baseline Hybrid-BPR
approach. Thus, this explanation approach can be chosen without a significant decrease in
the prediction performance.

Another advantage of the Explanation Priority approach is complete independence from the
Hybrid-BPR approach, such that the display order of the explanation groups will remain the
same even if the list of recommendations changes. In contrast, in the Leader reordering
approach the order in which the explanation groups are presented to users may vary as the
recommended projects change. Studies have shown [42] that having a fixed order of
presentation can prevent confusion and save time for the user. Thus, Explanation Priority is
our chosen reordering method to be used for our online experiment.

Finally, we study whether the different reordering approaches modify the original ranked lists
that are outputted by the Hybrid-BPR approach. To measure the difference between the lists,
we use the Levenshtein distance metric [43] which measures the number of edit changes
between two sequences (in our case, substitutions between two ordered lists). We compute
the distance between the baseline Hybrid-BPR model and the 3 reordering approaches.
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Table 1 presents a diagonal matrix that measures Levenshtein distances between each pair
of approaches, averaged over all users. As seen from the table, the Levenshtein distance
from all reordering approaches to the Hybrid- BPR model is at least 13, meaning that on
average, at least 6 pairs of recommendations (out of 20 recommendations) were ordered
differently than in the Hybrid-BPR list. Additionally the Levenshtein distance between the
different reordering approaches demonstrates that they produce different projects’
re-orderings, despite their relatively similar Precision@/N and HitRate@N .

TABLE 7: DIAGONAL MATRIX: LEVENSHTEIN DISTANCE OF ORDERING METHODS.

Method Hybrid-BPR Explanation Leader Size
Priority
Hybrid-BPR 0 13.32 13.13 14.25
Explanation Priority 0 5.26 9.33
Leader 0 6.85
Size 0
012 g —— Hybrid-BPR ot
BPR
—— CF-ltem-tem 08
010 = Content Features
—  PFopularity
é)u.ns %JO'S
? =
@ =04
Looe - —— Hybrid-BPR
- BPR
0.04 03 —— CF-Item-Item
— Content Features
—— Popularity
0.02 0.2 |
3 5 10 20 3 5 10 20
N N

Ficure 12: PrecisioN@N anD HITRATE@N RESULTS OF PRECISION APPROACHES COMPARED TO HYBRID-BPR

3.3.3 PLAN OF ONLINE STUDIES

In this section we report on our planned evaluation of our methodology in the real world, by
conducting an online experiment on the SciStarer portal. Users who will log in to SciStarter
during the experiment period will be randomly assigned to one of the two cohorts: one cohort
receiving project recommendations without explanations (the Recs Cohort) and the other
cohort receiving project recommendations together with explanations for each of the
recommendation groups (the RecsExp Cohort). The initial ranked list of 20 recommendations
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for both cohorts will be generated using the Hybrid-BPR approach. For the RecsExp cohort,
the recommendations will be grouped by the Explanation Priority approach.

In the experiment we will consider only users who have engaged with at least 2 projects prior
to the experiment launch, to enable available data for the Hybrid-BPR model, and who have
logged into SciStarter at least once in the 6 months before the experiment. Recommended
projects will be displayed on the SciStarter home page in groups of 3 recommended projects.
By clicking on the “See more recommendations” button , users will be able to see more
recommended projects in decreasing order of relevance which will be displayed on their
dashboard page. The Recs cohort will get one rolled carousel, ordered by the BPR-Hybrid
and the RecsExp cohort will receive multiple carousels as shown in Figure 13.

Figure 14 shows an example of the top three recommended projects for two users, one user
from the Recs cohort (top) and one user from the RecsExp cohort (bottom). As can be seen
in the bottom figure, explanations are presented as the header of the recommended projects
list (e.g., “Try projects with new topics” in this case, which represent the association rules
explanation type). Additionally, a question mark appeared near every project name in this
cohort. By hovering over this question mark, users will receive additional explanation details
per recommended project (e.g., “Because you contributed to the project with Molecular and
Cells topics in the past” for the Flu Near You recommendation.)

The study will be conducted in a manner that preserves privacy and transparency. A blog post
announcing the new recommendation tool will be published to all SciStarter users prior to the
experiment. This blog will contain detailed explanations about recommendation algorithms
and about the explanations types used in the study. Additionally, users will be given the option
to opt-out from receiving recommendations at any point in the experiment.

‘%»f
Try projects with new topics

flue

7]

Projects with features that fit you

A
—— =
((3 2 &*
v
o w
Similar to Projects that you like

= o .

Figure 13: The SciStarer dashboard, an example of the user interface for the RecsExp cohort, showing three groups of
recommendations, each with an associated explanation. Figure also shows the opt out option available to users.
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Figure 14: The SciStarer homepage, an example of user interface for the Recs cohort (top) and RecsExp (Bottom).

The results of the online experimentation, together with the results of a user study performed
post the online experimentation, will be reported in a future report.

3.4 MaprpPING ExPLANATION TYPES To WENET’s DiveErsITY DIMENSIONS

The WeNet project addresses diversity through the lens of social practices. Social practices
are routine behaviour like going to work, cooking and showering, which integrates different
kinds of elements, such as bodily activities, material artefacts, skills, and associated meaning
[44]. This view of diversity ventures away from a shallow notion of demographic differences
between people (based on gender, race, geographic location, and the likes) to a deeper view,
which considers multiple aspects of human existence and behaviour. Specifically, the
literature defines the different aspects of social practices as follow:

e Material covers all physical aspects of the performance of practice encompassing
objects, infrastructures, tools, hardware including the human body.

e Competence incorporates skills, know-how, (background) knowledge as well as social
and relational skill which are required to perform the practice

e Meaning incorporates understanding, beliefs, values, norms, lifestyle, emotions, and
social and symbolic significances
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We now consider the different explanation types used in our algorithm and their relations to
the Material, Competence and Meaning aspects. Table 8 presents the social practices
aspects associated with each explanation type. As detailed in the table, all dynamic
explanation types considered by our algorithm are covering social practices and are thus
matching explanations to users based on their deep (and changing) behaviour in the system.
Only if no explanation is obtained by any of these algorithms, our approach falls back to a
popularity based or general based explanation. Indeed, in these two explanation types, the
user's uniqueness and diversity is not taken into consideration, and a “one size fits all”
solution is utilised as a last resort.

TABLE 8: ExPLANATION TYPE ANALYSIS — DIVERSITY DIMENSIONS

Explanation Type

Social Practice

Justification

Topics Association Rules

Material, Competence,
Meaning

Projects associated together
indicate latent relations
between topics. These
relations are the result of users'
behaviour in the system which in
turn are influenced by deep
aspects of the users: the
material they possess, their
skills, and the meaning they
attribute to different topics.

Content Feature Based

Competence, Meaning

Similar projects are identified
using textual relations
between project metadata.
This metadata, available to the
user, describes the expected
effort of each project
(competence) and its overall
intentions (meaning).

Collaborative Filtering
ltem-Item

Material, Competence,
Meaning

Similar projects are identified by
matching consumption
patterns between users. These
patterns may be a result of any
latent characteristic of users, not
restricted to their demographic
features.

Collaborative Filtering
User-User

Material, Competence,
Meaning

Similar projects are identified by
matching consumption
patterns between users. These
patterns may be a result of any
latent characteristic of users, not
restricted to their demographic
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features.

Popularity Based

Shallow

Explanation is ignoring the
user’s unique behaviour in the
system, using instead a fall back
solution of “one size fits all”
solution.

General Message

None

Explanation is ignoring the
user’s unique behaviour in the
system, using instead a general
message.

Location Based

Shallow

Recommendation and
explanations based on location
are using a shallow
demographic feature, failing to
refer to the wider user’s social
practices.
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4. CONCLUSION

In this reporting period WP4 has engaged in a wide range of research and development
activities as part of the WeNet project. These activities were conducted within the WeNet
eco-system (developing technologies, conducting research, and participating in pilot1) as well
as external to the WeNet system (building upon our capacity to use the external SciStarter
platform and dataset).

First and foremost, we have extensively developed the Incentive Server for the project,
integrating it with main components of other work packages and incorporated it into Pilot1,
WeNet's leading implementation for the reporting period. We have used the pilot to run a
randomised experiment comparing intectives across types and locations and have reported the
results of this endeavour in this delivery. Then, we used the data collected during this pilot to
develop and evaluate (in offline setting) a personalized approach for incentive design, which
builds upon shallow as well as deep diversity characteristics of users.

Additionally, we have advanced our close cooperation with WP9, the ethics group in the WeNet
project. We described in this report the first fruit of this cooperation, our mutual work on
Transparency in Machine Generated Personalization, which developed best practices and a
checklist for system designers and users of such systems. This joint work has resulted in a
joint publication in the UMAP conference. We have also described our planned future work in
this important joint research area.

Finally, we have described our additional work with SciStarter on developing recommendation
based incentives for increasing motivation and improving productivity and engagement for
single users. Specifically, we have designed adaptive explanations based on users’
characteristics and behaviours in the SciStarter system. In this line of work, we built on the
large scale data available in the SciStarter system. Our implementations and trials point to the
potential of these approaches in designing adaptive based explanations for users in these
environments.
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